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ABSTRACT

We present a new improved hierarchical clustering
algorithm using message passing algorithm in top down
approach. Message passing is an exemplar based
clustering algorithm that finds a set of data points that
best exemplify the data and associates each data points
with one exemplar. We extent message passing in a
principled way to overwhelm the hierarchical clustering
problem. We derived an algorithm that operates by
message exchanging information in between every layer
of hierarchy. Based on it, we demonstrate that our
method is a new and outperforms agAP HC algorithm
(agglomerative Hierarchical Clustering) that cluster
iteratively with cluster closeness.
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INTRODUCTION

Clustering is a main task of explorative data mining and
a common technique for statistical data analysis used in
many field’s including machine learning, pattern
recognition etc. Clustering analysis as such is not an
atomic task, but an iterative process of knowledge
discovery that involves try and failure. It will often be
necessary to modify preprocessing and parameters until
the result achieves the desired properties [10]. There are
many clustering algorithms such as partitioning and
hierarchical clustering algorithms. Hierarchical
clustering creates a hierarchical decomposition of
database. It iteratively split the database into smaller
subset, until some termination condition is satisfied. It
does not need k as an input parameter, which is an
obvious advantage over partitioning clustering
algorithms [9]. How many clusters should there be? It is
hard to choose a distance metrics, It not finds optimal
set of cluster. From the limitations of some hierarchical
clustering algorithms which are not capable of finding
the predefined structures [4]. A large number of
research papers have been published on the
improvements of the hierarchical clustering algorithm
but no one found to eliminate the problem of
hierarchical clustering in top down approach using
message passing algorithm. So, from there we have
picked agglomerative hierarchical clustering based on
affinity propagation algorithm [10] as our base

algorithm. To solve the problem above, this paper
proposes an improved hierarchical clustering using
message passing algorithm is a new simplest algorithm
in top down approach. It brings the hierarchical
clustering into message passing algorithm and merges
the output cluster achieved by the message passing with
new clusters whenever a singleton cluster is not formed.

2. MESSAGE PASSING

Message passing algorithm simultaneously considers all
data points as possible exemplars, exchanging real-
valued messages between them until a high quality set
of exemplars (and corresponding clusters) emerges. It
takes as input a collection of real value similarity
between data points s(i,k) where similarity between data
points is calculated using negative squared euclidean
distance s(i,k) = −||xi – xk||². The numbers of clusters
need not to be prespecified. It takes as input a real
number for each data point is the a priori suitability of
point to serve as an exemplar. This value is referred as
“preference”. The number of identified cluster is
influenced by this value. High values of the preferences
will cause m to find many exemplars (clusters), while
low values will lead to a small number of exemplars
(clusters). A good initial choice for the preference is the
minimum similarity or the median similarity. After
calculating similarities and preferences, two types of
messages are exchanged between data points. 1.
responsibility r(i,k) – sent from data point i to
candidate exemplar point k, reflects the accumulated
evidence for how well-suited point k is to serve as the
exemplars for point i, taking into account other
potential exemplars for point i.

r(i,k) ← s(i,k) – maxk’ s.t. k′≠k {a(i,k′) + s(i,k′)}.

2. availability a(i,k) – sent from candidate exemplar
point k to point i, reflects the accumulated evidence for
how appropriate it would be for point i to choose point
k as its exemplar, taking into account the support from
other points that point k should be an exemplar.

a(i,k) ← min{0,r(k,k)+∑i′s.t.i′є max{0,r(i′,k)}}.

These messages exchanged between data points, and
each takes into account a different kind of competition.
Messages can be combined a(i,k)+r(i,k) at any stage to
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decide which points are exemplars and, for every other
point, which exemplar it belongs to. r(i,k) and a(i,k) can
be viewed as log-probability ratios.

3. IMPROVED HIERARCHICAL
CLUSTERING USING MESSAGE
PASSING

Steps of Proposed Algorithm

Input data: Similarity matrix S, Preference value P,
Dataset D. Output: Improved hierarchical clustering
solution.

Step1: Construct the similarity matrix s based on the
negative euclidean distance of dataset. s(i,k) = −||xi –
xk||²

Step2: Calculate the preference value P (median of the
similarities)

Step 3: Calculate the responsibility r(i,k) using this
matrix.

r(i,k)← s(i,k) – max k’s.t. k′≠k{a(i,k′)+s(i,k′)}

Step 4: Calculate the availability a(i,k) using this
matrix.

a(i,k) ← min{ 0, r(k,k) + ∑i′s.t. i′є max{0,r(i′,k) }}

The self-availability, a(k,k) is updates as-

a(k,k) ← ∑i′s.t.i′≠k max{0,r(i′,k)}

Step5: Set damping factor, convergence iteration and
maximum iteration. Damping factor (damp fact): When
updating the messages, it is important that they be
damped to avoid numerical oscillations that arise in
some circumstances.

msg_new = (dampfact) (msg_old) + (1-dampfact) *

(msg_new)

Step6: At any point during proposed algorithm
availabilities and responsibilities can be combined to
identify exemplars. for point i, the value of k that
maximizes a(i,k)+r(i,k) either identifies point i as an
exemplar if k = i, or identifies the data point that is the
exemplar for point i.

Step7: After identify the exemplars. It given the number
of N clusters. In proposed, firstly find the first cluster in
N clusters. Then we apply again AP algorithm on first
cluster whenever first cluster does not given a single
cluster and remaining all N-1 clusters are added in new
clusters. (N-1)+N_new clusters.

Step8: If AP algorithm generates only one cluster then
it returns step8.

Step9: Again this process repeat iteratively from step 3
to 9 whenever all clusters are not generated. This
algorithm is halt after fixed number of iterations or the
exemplars do not change for a given number of
iterations.

Step10: After apply function for display hierarchical
clustering dendrogram.

Stop.

Architecture of the proposed method

Figure-1 Flowchart of proposed algorithm

In this proposed method after finding the clusters, these
clusters further pass to message passing algorithm with
similarity and preference value and find another
clusters. This process iteratively proceeds whenever

Begin

End

Set of inputs: (Similarity matrix s,
preference p, and dataset d)

Update responsibilities r(i,k)

Update availabilities a(i,k)

Decide exemplar based on a(i,k)+r(i,k) ≥ 0

Construct criterion matrix

Calculate the minimum distance between
centroid (exemplars)

Generate the dendogram of hierarchical
clustering

If nu. of cluster
> iteration

No

Yes
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defined levels are not proceeding. Finally generate the
dendogram of improved hierarchical clustering.

4. EXPERIMENT RESULTS AND

ANALYSIS

4.1 Description of used dataset

In this paper, we have used four datasets of different
size that are iris, redwine, ionosphere and whitewine
from UCI repository for testing of proposed method.
For evaluating the clustering results of hierarchical
algorithm the detailed information about the datasets
used in this paper is given in table1.1.

4.2 Experiment result and analysis

Datasets No. of
instance

s

No. of
attributes

No. of
Actual
Classe

s

References

Iris 150 4 3

http://archive.ics.
uci.edu/ml/machi
ne-learning-
databases /iris

Redwine 1599 11 4

http://archive.ics.
uci.edu/ml/machi
ne-learning-
databases/
redwine

Ionosphere 351 34 2

http://archive.ics.
uci.edu/ml/machi
ne-learning-
databases
/ionosphere

Whitewine 4898 11 7

http://archive.ics.
uci.edu/ml/machi
ne-learning-
databases
/whitewine

Table1.1 Dataset information

In this paper, measure the performance of proposed
algorithm in the following parameters. F-measure is a
measure of a test's accuracy. It combines the precision
and recall ideas in information retrieval. Recalling
C={C1, C2, C3, …, Ck} is a clustering of data set D of N
documents, let C* = {C*1, C*2 ,…C*l} designate the
“correct” class set of D. Then, the recall of cluster j
with respect to class i, as rec(i,j) is |Cj∩Ci*|/|Ci*|. The
precision of cluster j with respect to class i, prec(i,j)  is
defined |Cj∩Ci*|/|Cj|. F-measure combines both values
according to the following formula combines both
values according to the following formula.

F(i,j) = 2*rec(i,j)*prec(i,j)/prec(i,j)+rec(i,j)

Based on this formula, the F-measure for overall quality
of cluster set C is defined by the following formula.

F = Σ[Ci*/N)*max(F(i,j)]

Another parameter is time(s). Time just wasted divisive
clustering, not including the time for message passing
partition. It calculates by using tic-toc function in
matlab and the numbers of clusters are denoting the
actual size of cluster that is generated after the result
interpretation. The observation, table1.2 represents the
comparative result in between the Ag AP algorithm and
proposed algorithm.

Dataset Size
Agglomirative

hierarchical
algorithm

Proposed algorithm

Tru
e

NC

N
C

Ag
AP
tim
e (s)

FM
N
C

Dv.
MP
time
(s)

FM

Iris 3 3 0.02
0.93

6
3 0.033

0.93
7

Redwine 4 11 0.03
0.82

3
5 0.023

0.94
7

Ionospher
e

2 14 0.26
0.58

9
9 0.004

0.94
7

Whitewine 7 15 0.94
0.93

4
4 0.006

0.94
7

Table1.2 Comparison of NC, Time (wasted time)
and F-measure for agAP algorithm and proposed
algorithm.

In table1.2, the experimental results show that the no. of
parameters: time(s), NC denotes the number of classes /
clusters and FM (f-measure), are improved in this
research paper. We observe that the f-measure of agAP
hierarchical clustering is larger than proposed algorithm
by using figure1.1. It can be easy seen that the proposed
algorithm time is far less than agAP time in figure1.2
and also observe that the size of no. of clusters are far
less in compare to agAP. Finally, consequence that the
proposed algorithm outperforms agAP hierarchical
clustering.
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Figure2 Comparative graph of f-measure
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5. CONCLUSION

We derived an algorithm that operates by message
exchanging information in between every layer of
hierarchy. The proposed algorithm can merge the close
cluster effectively as compare to agAP algorithm. The
experimental results show that the parameters: time(s),
number of cluster (NC), and f-measure, are improved in
this research paper. Based on experimental results, we
demonstrate that our method is a new and outperforms
agAP HC algorithm that cluster iteratively with cluster
closeness. In future, we will try to extend the proposed
algorithm for others several types of large and real
datasets.
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